Modeling of non-local interactions on a phase transformation interface
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Abstract. If an interaction between phases of different composition at an interface is significant, the classical model of an interface is no longer satisfactory. In such cases, the transition layer has to be modeled as a surface phase with intrinsic non-local properties. The boundary of separation, which defines the interface, must possess its own internal structure in order to allow accommodation of complex phenomena while balancing opposite tendencies on each side of the interface. Consequently, an extended model is needed that is capable of describing the intrinsic properties of the interface. To achieve this goal, we employ a special model of an interface with simple structure, where the mathematical notion of a simple structure corresponds to the material model without rotational degrees of freedom in each lattice point of the interface. By employing characteristic features of the model, we are in a position to describe quantitatively and qualitatively the structural and compositional non-local changes across the interface.

1 Introduction

Many of the properties of polycrystalline materials are determined to a large extent by the properties of their internal interfaces. The study of polycrystalline materials can be often considered as the study of their interfaces. Since the properties of interfaces between crystals depend on their structure, analysis of the structure and behavior of interfaces has become a very important research area in the larger field of science as well as in engineering modeling of materials. Interfacial phenomena occur whenever a continuum is present that can exist in at least two different physical states and there is some mechanism that generates or enforces a spatial separation between these states. Such localized transitions between different phases usually exhibit intrinsic structure over the finite width. Interfaces often exist in polycrystalline multiphase materials in a large number of configurations including those with curved structure. The simplest interface is a single isolated planar interface separating two otherwise perfect crystals of the same, or different crystalline phases, i.e., a planar interface in a bicrystal. The concept of an ideal bicrystal containing a planar interface serves as a prototype for understanding the non-local properties of interfaces. Geometric description of a bicrystal consists of characterizing the relationship between the crystals on both sides of the interface and the interface plane where the transition between one phase and another within the bulk of the crystal generally takes place over a zone of finite width, which, as in some standard approaches after employing the corresponding limiting procedure, can shrink to zero. For such a system, kinematics and mechanics of behavior can be established successfully, though development of kinematics is more complicated than in the standard continuum mechanics. In theories that have been developed so far, the interface between phases was usually considered sharp. However, if an interaction
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between volume phases of a bicrystal and an interface is significant, the classical model of an interface as a singular surface with the standard jump conditions complementing the balance field equations of the volume phase is no longer satisfactory. In such cases, the transition layer has to be modeled as a surface phase with intrinsic non-local properties. The boundary of separation, which defines the interface, must possess its own internal structure in order to allow accommodation of complex phenomena while balancing opposite tendencies on each side of the interface. Consequently, an extended model is needed that is capable of describing the intrinsic properties of the interface. To achieve this goal, we employ a special model of an interface with simple structure, where the mathematical notion of a simple structure corresponds to the material model without rotational degrees of freedom in each lattice point of the interface. By employing characteristic features of the model, we are in a position to describe quantitatively and qualitatively the non-local structural and compositional changes across the interface.

2 Classification of interfaces

There are various ways of classifying solid-solid interfaces. An interface between two crystals of the same phase with an orientation difference or a translation between two crystals of the same phase across an interface is referred to as a homophase interface. Examples of homophase interfaces are grain boundaries, twin boundaries, stacking faults. On the other hand, the heterophase interface designates an interface between two crystals of different phase. Crystals differ in composition, Bravais lattice or both. Heterophase class of interfaces can be further divided according to the degree of atomic matching or coherency across the interface into the following categories: A) Fully coherent interface (unrelaxed), where there is complete continuity of atomic planes and lines across the interface between the two phases; B) Semi coherent interface (relaxed) in which the disregistry between two crystal structures across the interface is accommodated by periodic misfit dislocations in the interface; C) Incoherent interface, where atomic matching is sufficiently poor so there is no correspondence of atom planes and lines across the interface even locally. Another possible classification of interfaces is regarding the strength of interaction and the long or short range order. Commensurate interfaces are fully coherent with long-range order, while incommensurate interface exhibit no long-range order and are incoherent. A category in between is the so-called family of incommensurate interfaces with semi coherent interfacial structure.

In principle any phase transformation front should be perceived as an interphase boundary between the two phases of different composition and its own structure, where one of the phases represents a parent phase and the other a product phase. Since each evolving phase like martensite and austenite in the process of phase transformation exhibits its own intrinsic properties, which may differ in crystal structure, lattice constant and chemical composition, the interface that separates both phases is at least to some extent influenced by long range interaction between both evolving phases in the bulk. Such an interaction culminates on the interface as interplay between both phases.

3 Self energy of an interface

Theoretical origins of non-local structure and interaction of complex phenomena taking place on an interface can be recognized and derived from first principles and ab-initio approach. Certain parts of theoretical development have been successfully employed in the past in connection with atomistic and phenomenological modeling of epitaxial growth [8],[19], [29]. We use similar ideas from the cited literature in order to establish necessary background for understanding physics of the problem and to justify particular choices that have been made during development of phenomenological model. As a starting point in derivation, we define the energy of a binary system including the separation boundary—an interface. It is assumed that the total energy of
the atomic assembly can be represented by a sum of pair interactions in the following form

\[
E_T = \sum_{i}^{A} \sum_{j}^{B} U_{AB}(x_i - x_j') + \frac{1}{2} \sum_{i \neq j}^{A} U_{AA}(x_i - x_j) + \frac{1}{2} \sum_{i \neq j}^{B} U_{BB}(x_i' - x_j'),
\]

(1)

where the last two terms represent the self-energy of both phases. Here for the sake of generality we use the notation \(A\) and \(B\) to distinguish between both phases. The important part of the expression is the first term, which designates an interaction potential between atoms in phase \(A\) and phase \(B\), and gives a description of an interaction which takes place on an interface. The expression describes the ground state energy of the system and is defined with respect to the undeformed configuration

\[
x \equiv x_0, \quad x' \equiv x_0'.
\]

(2)

of the system where \(x \in A\) and \(x' \in B\) designate the atomic positions of semi-infinite parts \(A\) and \(B\) of the crystal separated by the interface \(\Sigma\). Under the action of external disturbance, the atoms near the interface change their placement from undistorted ground state to deformed configuration by means of two displacement vectors from each side of the surface

\[
x_i = x_i^0 + u_i(x_i^0), \quad x_i' = x_i^0' + u_i'(x_i^0')
\]

(3)

so that the self-energy of the system in deformed configuration can be written formally as

\[
E_T = E_0^A + E_0^B + E_A + E_B + \sum_{i}^{A} \sum_{j}^{B} U_{AB}(x_i^0 + u_i - x_j^0' - u_j'),
\]

(4)

where \(E_0^A\) and \(E_0^B\) are the self-energies of both undistorted semi crystals in undistorted phase. These two terms are not important from the point of view of further development and can be considered as additive constants in the expression of total self-energy of the system. On the other hand, \(E_A\) and \(E_B\) represent self-energies of both semi crystals each in different phase, a parent and a product phase. The structure of particular part of former expression, which describes the interaction on the interface between atoms from different phases, i.e., \(U_{AB}\), clearly shows a non-local nature of interaction since the functional part of the expression depends on the difference between relative positions of the atoms from each separate phase in the close vicinity of the interface. The length scale of separation zone is small, but not infinitesimal. It is of reasonably short range and extends over only a few atomic layers on either side of the interface. It can provide a characteristic length scale needed for construction of corresponding non-local phenomenological continuum model.

4 The mathematical model

Since interface phenomena occur whenever a continuum is present, that can exist in at least two different physical states and there is some mechanism that generates or enforces a spatial...
Fig. 2. Geometry of a two-phase system. $\Sigma$ represents an interface of the system with intrinsic structure—surface density, surface force, interface traction; $\Sigma: \{\rho_\Sigma, f^\Sigma, t^\Sigma\}$.

separation between these states, like martensite and austenite, a mathematical model of a two-phase continuum with a moving interface serves as a starting point in theoretical modeling of the evolution of a phase transformation front [4], [5]. The main purpose of the paper is to establish a phenomenological model of a heterophase interface $\Sigma(t)$ evolving in time with velocity $v^\Sigma$ that can sustain surface stresses $\sigma^\Sigma$ between both phases, surface forces $f^\Sigma$ defined per unit mass of the interface with its own non-zero surface density $\rho^\Sigma$.

Consider a material body in space-time $(B, t) \subset \mathbb{R}^3 \times \mathbb{R}^+$ defined on a set ${\{(x, t) : x \in \mathbb{R}^3, t \in [0, \infty)\}}$, where a material point in $B$ is determined by its position vector $x$ relative to the fixed Cartesian coordinate system with the orthonormal basis $\{\hat{e}_1, \hat{e}_2, \hat{e}_3\}$, $\hat{e}_i \cdot \hat{e}_j = \delta_{ij}$. The symbol $\delta_{ij}$ designates the Kronecker’s delta and the summation convention over repeated indices is implied in subsequent expressions. An evolving two-phase region $\{B \equiv V(t) : V_1(t), V_2(t)\}$ in $\mathbb{R}^3$ is a time-dependent region $B \equiv V(t) \subset \mathbb{R}^3$ representing the volume of the bulk, together with closed sub-regions $V_1(t)$ and $V_2(t)$ occupied by both phases such that $V = V_1 \cup V_2$. The intersection $\Sigma(t) = V_1 \cap V_2$ is a smoothly evolving surface—an interface with the normal $n^\Sigma$ pointing from $V_1$ to $V_2$, $A_i$ and $n_i$ are surfaces and corresponding outer normals of both phases $(i = 1, 2)$, $L = \Sigma \cap \{A_1 \cup A_2\}$ is the contact line, $N$ is the normal to $L$ on $\Sigma$, $v_i$ is the velocity of the material point in $V_i$, $v^\Sigma$ is the velocity of the interface. We define $[\cdot] = (\cdot)_1 - (\cdot)_2$ as a standard jump operator across the interface. Terms designated with the subscript or superscript $(\cdot)_i$ pertain to the quantities associated with the surface of the interface. Figure 1 illustrates geometry and applied loads on the system.

4.1 Mass and interface mass density

Because we are dealing with a body consisting of two phases separated by an interface, we define the mass associated with the volume of the bulk as well as surface mass associated with dividing the surface of the system, together with the corresponding densities. So for mass and surface mass defined on evolving time-dependent sets $(V_i, \Sigma_i)$ we have for the bulk

$$M^{(3)} = \int_{V_i} \rho dV, \quad \rho = dM^{(3)}/dV,$$

and for the interface

$$M^{(2)} = \int_{\Sigma_i} \rho_\Sigma d\Sigma, \quad \rho_\Sigma = dM^{(2)}/d\Sigma.$$

With this definitions, the total mass of the body $B$ on $\{V_1 \cup V_2 \cup \Sigma\}$ can be calculated as

$$M = \int_{V_1} \rho_1 dV + \int_{V_2} \rho_2 dV + \int_{\Sigma} \rho_\Sigma d\Sigma.$$
4.2 Spatial and surface stresses

The acting forces on a body are of two different origins. The body forces are related to the mass of the body of each particular phase and act directly on a material particle. If measured per unit mass, mass forces \( F_M \) can be defined as

\[
\mathbf{f} = \frac{dF_M}{dM}.
\] (8)

Contact loads belong to another category of forces that are exerted on a body acting on a common surface of contact. Measured per unit area, vectors of contact surface forces \( F_A \) are calculated as

\[
\mathbf{t}(\mathbf{n}) = \frac{dF_A}{dA}.
\] (9)

The corresponding vectors of stress \( \mathbf{t} \) are connected with tensors of stress \( \sigma \) via Cauchy’s stress principle

\[
\mathbf{t}(\mathbf{n}) = \mathbf{n} \cdot \sigma,
\] (10)

where \( \mathbf{n} \) is a surface normal on \( \mathcal{B} \). On a surface of interface we postulate the existence of both categories of forces, namely the family of body forces and the family of contact forces. From the first category, the surface mass forces \( F_{MS} \) acting on the interface \( \Sigma \) bounded by a contact curve \( L \), can be calculated as

\[
\mathbf{f}^{\Sigma} = \frac{dF_{MS}}{dM^{\Sigma}}.
\] (11)

The category of contact forces is represented by a vector of line forces \( \mathbf{F}_L \) acting on a boundary curve \( L \) with a normal \( \mathbf{N} \)

\[
\mathbf{t}^{\Sigma}(\mathbf{N}) = \frac{dF_L}{dL},
\] (12)

which can be associated with surface stress tensor \( \sigma^{\Sigma} \) of the interface by using a relation

\[
\mathbf{t}^{\Sigma}(\mathbf{N}) = \mathbf{N} \cdot \sigma^{\Sigma}.
\] (13)

5 Balance of Linear Momentum

For the two-phase material continuum \( V = V_1 \cup V_2, A = A_1 \cup A_2 \cup \Sigma \) the balance of linear momentum in a global form can be written as

\[
\frac{d}{dt} \left( \int_{V_1} \rho_1 \mathbf{v}_1 \, dV + \int_{V_2} \rho_2 \mathbf{v}_2 \, dV + \int_{\Sigma} \rho_{\Sigma} \mathbf{v}^\Sigma \, d\Sigma \right) = \int_{V_1} \rho_1 \mathbf{f}_1 \, dV + \int_{V_2} \rho_2 \mathbf{f}_2 \, dV + \int_{\Sigma} \rho_{\Sigma} \mathbf{f}^\Sigma \, d\Sigma + \int_{A_1} \mathbf{n}_1 \cdot \sigma_1 \, dA + \int_{A_2} \mathbf{n}_2 \cdot \sigma_2 \, dA + \int_{\mathcal{L}} \mathbf{N} \cdot \sigma^{\Sigma} \, d\mathcal{L}.
\] (14)

Due to the fact that for each of separate phases \( V_i (i = 1, 2) \) the following balance equation must be satisfied

\[
\frac{d}{dt} \int_{V_i} \rho_i \mathbf{v}_i \, dV = \int_{V_i} \rho_i \mathbf{f}_i \, dV + \int_{A_i} \mathbf{n}_i \cdot \sigma_i \, dA + \int_{\Sigma} \mathbf{n}_i \cdot \sigma_i \, d\Sigma - \int_{\Sigma} \rho_i \mathbf{v}_i (\mathbf{v}_i - \mathbf{v}^\Sigma) \cdot \mathbf{n}_i \, d\Sigma, \quad (15)
\]

we can derive the weak form of the equations of balance. Equations of momentum balance for both phases in bulk follow directly from Eq. (15). Here we give only a final expression for the interface. The interface momentum balance in the weak form reads

\[
\frac{d}{dt} \int_{\Sigma} \rho_{\Sigma} \mathbf{v}^\Sigma \, d\Sigma = \int_{\mathcal{L}} \mathbf{N} \cdot \sigma^{\Sigma} \, d\mathcal{L} + \int_{\Sigma} \rho_{\Sigma} \mathbf{f}^\Sigma \, d\Sigma - \int_{\Sigma} (\mathbf{n}_1 \cdot \sigma_1 + \mathbf{n}_2 \cdot \sigma_2) \, d\Sigma + \int_{\Sigma} [\rho_1 \mathbf{v}_1 \otimes (\mathbf{v}_1 - \mathbf{v}^\Sigma) \cdot \mathbf{n}_1 + \rho_2 \mathbf{v}_2 \otimes (\mathbf{v}_2 - \mathbf{v}^\Sigma) \cdot \mathbf{n}_2] \, d\Sigma.
\] (16)
After using the surface divergence theorem together with the interface mass balance equation, details of derivation can be found in [28], the corresponding strong form of equations of linear momentum for the interface follows directly as

$$\rho \frac{dv^x}{dt} = \nabla_x \cdot \sigma^x + \rho_x f^x - n \cdot [\sigma] + [\rho(v - v^x) \otimes (v - v^x)] \cdot n,$$

(17)

where we have taken that $n = n_1 = -n_2 = n^x$ holds on the interface, according to the definitions at the beginning of the chapter. For smooth fields acting on a surface of interface without jumps in traction and kinetic terms we have

$$n \cdot [\sigma] = 0, \quad [\rho(v - v^x) \otimes (v - v^x)] \cdot n = 0$$

(18)

and Eq. (17) takes on a standard form of momentum balance, but with all entities referring to the surface of the interface

$$\rho \frac{dv^x}{dt} = \nabla_x \cdot \sigma^x + \rho_x f^x.$$  

(19)

### 6 Decomposition of strain

The local elastic small strain in the bulk is defined in a standard way as

$$\epsilon = \text{sym}[\nabla u(x)], \quad \epsilon_{ij}(x) = \frac{1}{2} \left( \frac{\partial u_j(x)}{\partial x_i} + \frac{\partial u_i(x)}{\partial x_j} \right),$$

(20)

and provides a possible link between continuum and microstructural structure embedded in the phenomenological concept of interfacial energy. Since displacement fields are continuous across the interface, continuity of local kinematics variables, but not their gradients, allows decomposition of strain $\epsilon$ in two complementary parts: interior $\epsilon^x$ and exterior $\epsilon^N$. Interior part of decomposition maps the local spatial fields onto the plane of interface $\Sigma$ with normal $n^x$, while exterior part projects the bulk strain in the direction of the normal $n^x$ out of the interface plane

$$\epsilon = \epsilon^x + \epsilon^N.$$  

(21)

With the help of projection operator

$$P^x = I - n^x \otimes n^x = (\delta_{ij} - n_i^x n_j^x) \hat{e}_i \otimes \hat{e}_j,$$

(22)

the interior part of decomposition representing the surface strain can be written as

$$\epsilon^x = P^x \cdot \epsilon \cdot P^x = (P^x_{ik} \delta_{kl}) \hat{e}_i \otimes \hat{e}_j.$$

(23)

The outer part of decomposition is achieved by introducing an operator

$$P^N = \frac{1}{2} (n_i^x n_k^x \delta_{jl} + n_j^x n_l^x \delta_{ik} + n_l^x n_k^x \delta_{ij} + n_i^x n_j^x \delta_{lk} - n_i^x n_j^x n_k^x n_l^x) \hat{e}_i \otimes \hat{e}_j \otimes \hat{e}_k \otimes \hat{e}_l,$$

(24)

so that the normal out of plane strain can be calculated by using a transformation

$$\epsilon^N = P^N : \epsilon = (P^N_{ijkl} \delta_{kl}) \hat{e}_i \otimes \hat{e}_j.$$  

(25)

Such decomposition is useful because it provides a natural way of connecting the surface strain with surface stress which is essential part of constructing the corresponding constitutive law for the interface. In practical applications we usually employ an intrinsic coordinate system where components of the normal vector $n^x$ are $(n_1, n_2, n_3) = (0, 0, 1)$. For this system the inner and outer terms are just

$$\epsilon^x = \begin{bmatrix} \epsilon_{11} & \epsilon_{12} & 0 \\ \epsilon_{12} & \epsilon_{22} & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \epsilon^N = \begin{bmatrix} 0 & 0 & \epsilon_{13} \\ 0 & 0 & \epsilon_{23} \\ \epsilon_{13} & \epsilon_{23} & \epsilon_{33} \end{bmatrix}.$$
7 Non-local structure of constitutive relation

If we look back at terms which describe self energy of each individual phase Eq. (4), the variations of the energy away from the interface describe what is essentially local elastic behavior, which can be approximated with continuum elasticity theory to a large degree of accuracy. Therefore, during development of the model of an interface with intrinsic structure, we consider the case where interface is embedded in a homogeneous, elastic crystal. In such a form the vicinity of the interface retains intrinsic local structure. On the other hand, the self-energy of the interface is assumed to exhibit a long range order of interaction, and as such can be perceived as non-local. Hence, the surrounding medium deforms locally, but surface entities are mathematically described in the classical form of non-local elasticity. Our goal is to establish a constitutive relation for the interface of the form

\[
\sigma^\Sigma = \sigma^\Sigma(\epsilon^\Sigma), \quad \sigma^\Sigma_{ab}(\epsilon^\Sigma_{cd}) \hat{e}_a \otimes \hat{e}_b, \quad \{(a, b, c, d) \in (1, 2)\}
\]

that would incorporate the most important intrinsic features of a thin film separating two phases of different composition with some degree of non-local behavior.

7.1 Surface tension elasticity

Surface and interface stresses can significantly modify the structure and mechanical behavior of materials if the characteristic length scale is reduced to the nanometer range. Surface stress effects are important in materials with high density of surfaces and interfaces. Particularly in nanostructured materials where there is a significant difference in lattice parameters between bulk materials. The existing surface stress and structural mismatch at an interface can lead to significant variations in physical properties. From the perspective of mechanics, such variations are important because of the changes in magnitude of elastic modulus, which can be in the range of several percent. It is widely accepted that this change comes from the contribution of the higher order terms in the expansion of interatomic potential with respect to the atomic distance, which can be associated with surface phenomena or the so-called surface modulus of elasticity. The smaller the length scale, the more significant is the effect on the overall mechanical behavior of the material.

For such systems, the total energy in continuum approach is written as the sum of the energy of the bulk \( B \) and the surface energy \( \Gamma \)

\[
E_T = B + \Gamma = \int_B W(\epsilon) \, dV + \int_{\Sigma} \gamma(n^\Sigma) \, dA. \tag{27}
\]

\( W \) is the strain energy density accounting for the energy of bulk deformation, while the second term defines the amount of surface energy density \( \gamma \) which obviously depends on the global orientation of the interface \( \Sigma \) defined by its normal \( n^\Sigma \). This particular form of the total energy has been extensively treated in [12] and [13]. For the particular choice of surface energy of the form

\[
\Gamma = \frac{1}{2} \epsilon^\Sigma : C^\Sigma \epsilon^\Sigma = \frac{1}{2} \epsilon^\Sigma_{ab} C^\Sigma_{abcd} \epsilon^\Sigma_{cd}, \tag{28}
\]

where the surface elasticity tensor under the complete isotropy group of transformations is defined as

\[
C^\Sigma_{abcd} = \lambda^\Sigma \delta_{ab} \delta_{cd} + \mu^\Sigma (\delta_{ac} \delta_{bd} + \delta_{bc} \delta_{ad}), \quad \{(a, b, c, d) \in (1, 2)\}
\]

leads to a special form of the flat surface tension elasticity theory where constitutive parameters \( \lambda^\Sigma \) and \( \mu^\Sigma \) can be directly related to the term \( \Gamma \) describing the surface energy of the interface. The model allows incorporation of surface tension, which can be directly associated with the constitutive parameter \( \lambda^\Sigma \). Further theoretical details are given in [13], while exhaustive experimental data for different systems can be found in [2].
7.2 Non-local elasticity

Another model that provides additional possibilities in modeling of complex non-local phenomena on an interface is given in integral form [7] and it carries a very close resemblance with the structure of ab-initio approach, since it can be directly connected with the lattice theory. In the non-local field theory it is assumed that the stress at a material point \( x \) depends not only on strains at \( x \), but also on strains at \( x' \) in the close vicinity of the same point. The domain of influence depends on the magnitude of the long-range order, but in principle it extends through a few atomic distances at least. Local theories neglect this effect completely, but in non-local elasticity the constitutive equation between stress and strain is defined as

\[
\sigma_{ij}(x) = \int_{\mathcal{B}} C_{ijkl}(x - x')\epsilon_{kl}(x')d\Omega(x').
\]

(30)

Such a relation takes into account non-local interaction between material points where the expression \( C_{ijkl}(x - x') \) represents the tensor of non-local elastic moduli. For homogeneous non-local elastic medium, the range of interaction between material points depends only on a relative distance between material points, so that

\[
C_{ijkl}(x - x') = C_{ijkl}(|x - x'|).
\]

(31)

A variety of other formulations are possible and can be found in the literature [7]. For an elastic material with the standard isotropic properties we can take

\[
C_{ijkl} = \lambda(x - x')\delta_{ij}\delta_{kl} + \mu(x - x')(\delta_{ik}\delta_{jl} + \delta_{jk}\delta_{il}).
\]

(32)

Here \( \lambda(x - x') \) and \( \mu(x - x') \) denote the corresponding non-local Lamé’s constants. For more general case of anisotropic constitutive response, the symmetry structure of the constitutive tensor can be adjusted accordingly. An effective application of the theory can be accomplished by utilizing the idea of attenuation function kernel where \( \alpha(|x' - x|) \) represents an influence function, so that in view of Eqs. (30), (31) and (32) the constitutive relation takes on the form of integral relationship

\[
\sigma_{ij}(x) = \int_{\mathcal{B}} \alpha(|x' - x|, \ell)(\lambda\delta_{ij}\delta_{kl} + \mu(\delta_{ik}\delta_{jl} + \delta_{jk}\delta_{il}))\epsilon_{kl}(x')d\Omega(x')
\]

(33)

in which \( \lambda \) and \( \mu \) are the usual Lamé’s constants. The kernel \( \alpha(|x' - x|, \ell) \) is decreasing with the distance from \( x \), and as a non-local distance function depends on a normalized length scale \( \ell \). This is an internal parameter of characteristic normalized length and represents an intrinsic property of a material. In majority of cases it is appropriate to consider \( \ell \) as a multiple of a lattice parameter \( a \), i.e., \( \ell = n a/L \), normalized with an external characteristic length \( L \). In our case it may represent the width of the interface \( \Sigma \) or some other characteristic feature of the material. In the limit as \( \ell \to 0 \) Eq. (33) must transform to the classical constitutive relation of linear elasticity. This implies that the kernel \( \alpha \) consists of a Dirac delta sequence

\[
\lim_{\ell \to 0} \alpha(|x' - x|, \ell) = \delta(|x' - x|).
\]

(34)

For small internal characteristic length, when \( \ell \to 1 \), non-local theory transforms into the discrete lattice theory. Different representations of the kernel \( \alpha(|x|, \ell) \) are possible. According to [7], certain choices of kernel function \( \alpha(|x|, \ell) \) with particular mathematical structure yield good matching between phonon dispersion curves and the Born-Karman model of the atomic lattice dynamics and provide very good approximation for non-local moduli. Significant progress has been made for calibrating non-local characteristics from atomic dispersion curves for two dimensional lattices. The results of such studies are directly applicable in development of the non-local model of interface with intrinsic structure, the work which is currently in progress.
8 Concluding remarks

Interfacial systems are extremely complicated from experimental as well as theoretical aspect of modeling. In real materials such systems exhibit physical properties and characteristics in chemical composition that differ significantly from the surrounding material in the bulk. Due to strong intrinsic inhomogeneity and different features of geometrical structure, namely the macroscopic, microscopic and atomic, it has become apparent that classical approach in modeling is not adequate to capture the most important attributes of such systems. Consequently, in addition to macroscopic degrees of freedom, the model has to contain internal microscopic degrees of freedom associated with corresponding parameters chosen in a manner that allows an adequate description of intrinsic features of an interface. In this work the emphasis was made on incorporation of a length scale into macroscopic field equations by using well-developed structure of non-local field theories expressed in terms of integral formulation of non-local elasticity. Even in its simplest form, the characteristic features of non-local theory of elasticity can provide new possibilities in modeling the correlation effects among the macroscopic, microscopic and atomic structure that take place on an interface with intrinsic complex morphology and composition.
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